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With our power grid operating at a nominal 60 Hz the phase advances 2( radians in each cycle during a time interval of approximately 16.667 ms.  We expect these intervals will vary with some distribution and successive cycles may exhibit some time correlation.  To characterize the timing structure that our mechanical choppers must follow for phase variations of the power grid, we measured the output of the zero-crossing system that acts as a trigger to the LANSCE accelerator.  

The measurements were made using a commercial VME module form Datum, which uses GPS timing reference to timestamp external events.  We fed the output of the zero-crossing system to the timing module, each zero-crossing event latched the time of the event (measured in days, hours, minutes, and seconds with a precision of 100 ns), and generated a VME interrupt.  The interrupts where then acknowledged by a processor that read the time registers and wrote the time of the event to a file.  This file was subsequently processed.

The measurement determines the time as a function of phase measured at integral multiples of ( radians (two zero crossings per cycle).  Since our subsequent analysis relies on a measurement of phase as a function of time, we interpolated among the data points to generate the phase observed at equal time intervals, periods for an ideal 60 Hz.  

To the eye the plot of phase vs. time is essentially featureless since it advances in a nearly linear fashion.  The deviations from strict linearly are so small so as to be unobservable.  Consequently it is helpful to pick an arbitrary time as the origin where the phase is assigned the value zero and then subtract the ideal phase that grows at 120(/s.  Figure 1 shows 9 minutes of data taken in September 1999.  During this time interval the phase drifts 4( radians, 2 cycles, from the ideal 60 Hz reference.
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Since the accelerator is triggered by the zero-crossing signal we measured, the choppers at LANSCE are obliged to track this phase drift as well.  One method of system analysis for the study of chopper performance extracts the frequency content of the phase drift and combines it with chopper characteristics.  Hence we take the Fourier transform of the 9-minute data sample data in Figure 1 and obtain the results in Figure 2 where we plot the magnitude of the complex coefficients for the harmonics of the 9-minute interval.  
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We obtain results that are consistent with classical phase noise, which produce linear data on log-log plots of amplitude vs. frequency.  Thus we see no evidence for any problematic frequencies that might warrant special attention.

It comes as no surprise that choppers behave like low pass filters.  Thus a chopper will respond to slowly varying commands to advance or retard the phase but will fail to react to high frequency commands.  This agrees with our intuitive understanding that motors with finite power can not significantly alter the angular momentum of our massive rotating choppers over short intervals.

With formal analysis methods we can characterize the performance of motors, moments of inertia, friction, and controllers to determine the frequency response of chopper systems.  Figure 3 shows such transfer functions for 3 choppers now in various stages of design and fabrication at the Lujan Center.  This plot shows only the magnitude for the complex transfer function so it is similar to the plot in Figure 2.

The essential feature of each transfer function is that is unity at frequencies up to a frequency cutoff beyond which the response of the system is rapidly attenuated for increasing frequency.  Thus a phase command modulated at 0.01 Hz results in a chopper phase modulated at 0.01 without distortion.  However a phase command modulated at 10 Hz produces chopper performance with significant phase errors.  It can not follow such a reference command.

Near the frequency cutoff (0.5 Hz), the transfer function exceeds unity.  We hope that with future work we will be able to limit this undesirable feature of the controller and bring it closer to unity.  For the purpose of this discussion this feature is an annoying detail and certainly is not the central point.
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 We show the 3 different choppers (Protein, HIPPO, and SMARTS) to illustrate the point that the different moments of inertia and different operational speeds lead to different frequency response curves.  HIPPO is the most agile chopper since it has the highest cutoff frequency.  Protein is the most lethargic chopper since it has the lowest cutoff frequency.  Later we will show how these bandwidth differences lead to different data-loss rates.

Fortunately we have excellent design tools these days that enable us to model complex chopper systems.  For simulations we characterize the physical chopper blade and bearings with a moment of inertia and a coefficient of friction.  The drive motor for the chopper has its own model developed by the motor vendor.  Typically this model includes a position encoder and velocity control loop.  These components are all combined with a phase controller of our own design, and then the entire system is simulated using the SIMULINK software package.  The reference phase is taken from our actual data displayed in Figure 1.

 The model takes the chopper system from an at rest configuration to operation at speed with phase lock.  A portion of the simulation for the HIPPO chopper is shown in Figure 4.  We display the arrival-time error, which we calculate as the ratio of the phase error to the nominal angular velocity.  This ratio measures the time difference between the arrival of the chopper at “top-dead-center” and the ideal time of arrival as defined by our measured reference phase data.  
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In Figure 4 we show the system performance except that the acceleration from time zero is suppressed.  At 200 s we see the “beat” between the constant velocity and the slowly varying phase and varying velocity due to grid fluctuations.  At 300 s the phase loop is turned on and the arrival-time error drops to approximately zero.
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 Figure 5 zooms in on a piece of the data displayed in Figure 4.  The scales here allow us to see that the arrival-time error jitters around in the range (20 µs soon after the phase control is switched on at 300 s.

With these arrival-time errors shown in Figure 5, we may calculate data-loss rates.  The notion of data loss follows from the fact that if the chopper arrival is early or late by more than a certain amount, then the neutron energy spectrum for the burst downstream from the chopper is sufficiently altered that the data should be ignored.  Typically this is accomplished with a circuit that monitors the arrival-time error and generates a veto signal within the data acquisition system at the beginning of the burst if the arrival time falls outside the acceptance window.

Using the simulator results we have calculated veto rates as a function of the size of the window for the arrival-time error for the 3 new choppers, and these results are shown in Figure 6.  Here the veto rate is calculated as the fraction of the time the arrival-time error exceeds (window_size/2.  Note that this procedure differs from experimental practice where the arrival-time error is compared to the window only at the beginning of each neutron pulse.

The resulting trends intuitively make sense.  When the window is wide, the veto rate is zero.  When the window is zero, the veto rate is 1 or 100%.  For a given window size, the most agile chopper, HIPPO, has the lowest veto rate, and the most lethargic chopper, Protein, has the highest veto rate.
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 If we identify the 3 curves with generic bandwidth cutoff frequencies, then these curves allow us to estimate the veto rates for instruments simply by establishing the requirements for their arrival-time error window, and the frequency cutoff for their chopper.  

We can estimate the frequency content for the output of the chopper control system by forming the product of the frequency content of the input with the transfer function of the chopper.  For our application this is the product of Figure 2 with Figure 3.  The inverse Fourier transform of this product would look much like a smoothed version of Figure 1 with the high frequency components either removed or at least strongly attenuated.  The phase error for this output can be calculated as the difference between the two curves (input minus output), and presumably it would look muck like the simulation result in Figure 5.

Similarly if we subtract the product of the frequency content of the input and the transfer function of the chopper, the product discussed above, from the frequency content of the input, we should obtain the residual frequency content of the phase error (frequency content input minus frequency content output).  The residual frequency content for each of our 3 new choppers is shown in Figure 7.  Like the simulations that yield the phase error displayed in Figure 5, the residuals should enable us to extract the veto rate as a function of window size.  However, we have not yet made this calculation.

 If phases are included in the product and subsequent difference (input minus output), and if phases are included in the inverse Fourier transform, then the result should be the same as the phase error result of the from the simulation.  Thus it is not surprising that the residual frequency content contains the information necessary to calculate the chopper veto rates.

more stuff

what do the phases look like for input frequency content?  for the transfer function?

Figure � SEQ Figure \* ARABIC �1�. Phase drift over 9 minutes





Figure 2. Frequency composition of phase drift





Figure 3. Frequency response for T0 choppers





Figure 4. Simulations for T0 chopper for HIPPO





Figure 5. Zoom-in on simulation





Figure 6. Veto rate vs. window size





Figure 7. Residual frequency content








