Nov. 1, 2000

Comments from DOE Review Breakout Session
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1. Machine Protection System

RH:  Can you automatically ramp beam down when you detect a beam loss?

CS:  No, at least not with the MPS.  The MPS takes more of a “pulse width modulation” approach.

RH:  At SLAC, the controls group just provides an “MPS tool”.  Configuration is by Ops.  (This is a good model to follow if we don’t want Coles stuck with maintaining configuration changes to the MPS forever).

RH:  SLAC has timed bypasses.  After a set time the bypass goes away.  

Group:  Thought that having the bypasses go away (or be revalidated) each shift change was a good idea.

RH:  At SLAC they monitor whether each MPS input cable is connected.  Since we will have lots of inputs this could be a useful diagnostic tool.

RH:  At SLAC the BLM trip points and sensitivity are mode dependent, and so are handled by the MPS.  They have a whole suite of modules to accommodate different types of analog inputs (e.g. RTDs).

CS:  At SNS, BLM mode-dependent configuration is handled by the diagnostics.  Setpoints will be displayed (and changeable?) on MPS screens, but actual S/W application is implemented by diagnostics.

RH:  Worries about the responsibility for configuration-based-on-mode being outside of the MPS.

DG:  At least the diagnostics understand what needs to be done here, since they are one of the bigger players.

RH:  Can Run Permit System really handle 120 Hz?

CS:  EPICS 3.15 will have a CA prioritization feature that should make this feasible.

RH:  It took 7 FTEs to do the SLAC MPS software.  Maybe one or two of these were Ops money, but rest was line item.  Ron Chestnut was the project manager for this system and would probably have a better handle on the numbers.  SLAC software developers had to do a little more than SNS will need to since SLAC has the analog input boards.  But the systems are comparable.  We should look into this disparity in estimated effort.

DG:  Ron Chestnut might be a reviewer for our Title II design review.

RH:  Don’t forget that Marc Ross makes a good reviewer for reviews involving functional requirements.

RH:  SLAC has a system named the “Beam Accounting System”, but it is for a different purpose than proposed for SNS.  It keeps availability-related data related to pulse success rate.  It counts pulses and “how far they got”.

2. Cryogenic Control System

RH:  We should calculate MTBF of the cryo network.  (i.e. If we are providing a separate network for the cryo system to increase reliability, then we should have an analytical understanding of what it is really buying us.  This analysis will also help us determine what level of redundancy is needed to get the level of reliability we want).

RH:  What steps has SNS taken to promote standard, uniform PLC programs?

CS:  Bob Dalesio is planning to hold a meeting to kick this off.

RH:  Standardization of PLC programs would provide important benefits for SNS.

RH:  Noted that cryo signal conditioning was part of our WBS 1.9.10, and that this is different from the way it is handled elsewhere in WBS 1.9. The history of cryo signal conditioning is bad.  There are lots of vendors who sell equipment that doesn’t work.

HS:  We have reduced risk somewhat by copying what Jlab has done (at least for some measurements).

RH:  The person who does signal conditioning has to have detailed knowledge of the sensors.

DG:  Jlab’s preferred approach is to copy what worked at CEBAF.  We have been pushing them to do things the way the rest of SNS is doing them.  Maybe not such a good idea after all.

JC:  We should have a strong prototype program to reduce the risks noted above.

RH:  If EPICS is gathering data from PLCs, how is time-stamping handled?

DG:  By EPICS, +/- 500 msec.  

RH:  This is OK as long as everybody knows this is the time-stamp accuracy they are getting.

3. Conventional Facilities / Cabling / Rack Factory

RH:  Organizationally, the controls group should not be responsible for designing or maintaining power monitoring sensors.

RH:  Name somebody to support EPICS at Tullahoma.

JC:  Was planning on having somebody spend a few weeks at Tullahoma at the onset of their development effort.

RH:  NIF had nice “from-to” labels for their cables.  Labeled with both “from rack + height”  and “to rack + height” data.

RH:  Cabling is a specialty.  We will end up training people to handle it, and we should set up an organization so we don’t lose that investment.

DG:  So we should plan on devoting techs to this activity?

RH:  Yes.  SNS will need a cabling group for the life of the facility.  e.g. SLAC has kept their cabling group together.

CS:  They should maintain the cabling database, too.

RH:  For the construction project, set up the cabling crew as a shop.  When you transition to operations, you may want to move them away from being a shop or they will get stuck with a non-competitive overhead rate.

RH:  Make sure you keep track of what’s happening in the world of cabling.  There may be some developments that could save money.  e.g. Mass termination.

4. Personnel Protection System

RH: You will need a way to quickly certify that PPS interlocks are still OK after maintenance.  e.g. A checkout box that connects to power supply PPS connector so that operators can exercise power supply locally and verify interlocks still work.  Ditto for RF.

5. Cost Reduction

RH:  Can we conceivably reduce our cost by automating checkout and/or development functions?  There would be some investment required for the routines, but they might pay off.

DG.  We should “slice” our cost estimate by category of labor (e.g. S/W development, checkout, etc.) to see where the money is and if it is enough to warrant an investigation of ways to reduce cost.

